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Deep learning is old

Deep Learning Timeline

35 2006

Computing 1974 1985 Deep
???  Machinery 1960 Backpropag Boltzmann Restricted 997 Boltzmann
1940 and ADALINE ation 1980 Machine  Boltzmann 1990  LSTMs Machines 2014
Dark Era Intelligence Widrow & Werbos (and Neocogitron Hinton & Machine  LeNet Hochreiter & Salakhutdinov GANS
Until 1940 Alan Turing Hoff more) Fukushima Sejnowski Smolensky  Lecun Schmidhuber & Hinton Goodfellow
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1943 1958 1969 1980 1982 1986 986 1997 2006 2012 2017
Neural Nets Perceptron XOR Self Hopfield Multilayer RNNs Bidirectiona Deep Belief Dropout Capsule
McCulloch & Rosenblatt problem Organizing Network  Perceptron Jordan 1RNN Networks- Hinton  Networks
Pitt Minsky & Map John Hopfield Rumelhart, Schuster & pretraining Sabour, Frosst,
Papert Kohonen Hinton & Paliwal Hinton Hinton
Williams
Made by Favio Vazquez
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The deep learning revolution

@ In 2012 the Alexnet paper crushed all competition on in the imagenet benchmark

30

25

20 __ Deep Learning ..
. Approaches -
10 I

: I 115

2010 2011 2012 2013 2014 Human 2015 2016 2017
AlexNet VGGNet ResNet Ensemble SENet

i

B ILSVRC top-5 error on ImageNet
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Since then
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o1 Why?
A: Decause dogs are loyal asd friendly.

G: What are two reasons that a dog might Be o a bad sood?
Al Two reasons that & dog might be im & bad moeod are Lf it is bangry or if it is hot.

Gr How many eyes does a glraffe Bavel
Ar A giraffe has two oyes.

O: Wow many loge doss a Prog hawve?
At A frog Bas four Dega.

Gt AFe thare any sAisals with chres lega?
Ai Mo, there are no snimals with thres legs.

Gr Why don’t animals hawe thres Lege?
A: Anisala don't hawe three lega becauss thay would fall ower.

@ ChatGPT: ® AIphaGO:
Generation of text Beating humans at their own games

@ U-net:
Real-time semantic segmentatlon

Embedding Trunk Heads
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@ Stable diffusion:
Text to image translation/generation

@ AIphafoId
Solving protein engineering
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Why you should care about deep learning

@ Usage of Deep Learning in industry is increasing very fast!

U.S. Deep Learning Market BE99E

size, by solution, 2020 - 2030 (USD Billion) GRAMND VIEW RESEARCH

24.1%

LS. Market CAGR,
2022 - 2030

$8.5B8

28 II

2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030

@ Hardware Software Senvices
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The drivers of the revolution

Big data Hardware Deepness

Models can Models are Models are
generalize trainable complex
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The drivers of the revolution

Big data Hardware Deepness Hype Software

Models are Models are Attract more Models are
trainable complex people easier to code

Models can
generalize

| |

Common agreed on factors Not talked about that much
of influence
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Why do need specialized frameworks for DL?

Deep learning is just a log of simple math inport numpy as np

class Linear(object):
def __init__(self, input_dim: int, num_hidden: int = 1):
self.weight = np.random.randn(input_dim, num_hidden)

@ But we need to do it efficiently

self.bias = np.zeros(num_hidden)

__call__(self, x):
self.x = x

@ We need to take care of hardware acceleration atout k@ selfwelght + self . bias
(eg |t Can run On GPU) return output

backward(self, gradient):
self.weight_gradient = self.x.T @ gradient
self.bias_gradient = gradient.sum(axis=0)

@ We need to take care of gradient backpropgation

self.x_gradient = gradient @ self.weight

return self.x_gradient
@ Optimizers, data interface etc. also complicates et etght = self weight - 1 + self weight oradient
irr]r)learT]Ear]tEati()r] self.bias = self.bias - lr * self.bias_gradient
if __name__ == "__main__":
We do not want to deal with this ourself A\ e

y = layer(x)
grad = layer.backward(np.ones( (10, 5)))
layer.update(le-2)
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Barrier to enter

@ Without proper DL frameworks, ML/DL/AI as a field
would have a very high barrier to enter

@ Low barrier to enter mean it accessible to more
people = more people driving the technology forward

@ Al would be gated from the public (trustworthy Al)

Adoption
rate

Barrier to enter
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How to make a modern DL framework

Tensors Hardware

) Automatic
acceleration

differentiation

Abstraction to
higher order of Faster
data computations

Ease of use
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How to make a modern DL framework

A tensor is an N-dimensional array of data

Tensors /44‘—/7
Abstraction to =
higher order of
data

Rank O Rank 1 Rank 2 Rank 3 Rank 4
Tensor Tensor Tensor Tensor Tensor

Technical University of Denmark Deep learning software




HE

How to make a modern DL framework

I 0B Hardware : . = g e >
i‘ﬁ’—i acceleration 5
’ P (i)
Faster
CPU GPU TPU computations
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How to make a modern DL framework

¢+ forward ! H

Automatic
differentiation

Ease of use

[MSC v.1916 64 bit (AMDE4)] :: Anaconda, Inc. on win32
' for more information.
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The current landscape

Pytorch vs Tensorflow vs Jax all support the same
underlying feature set

4 Easy to use Python interface
4 Hardware acceleration

4 Research and industry specific features

O 1

150.0k

1000k

GitHub Stars

50.0k

Star History

® T tensorflow/tensorflow
® O pytorch/pytorch
G google/ jax

2016 2018 2020 2022 2024
Date %} star—history.com
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Number of Models on HuggingFace

W

20000

The current landscape

15000

In this course we use Pytorch because g
@ Absolutely dominant framework (#models, "
#papers, #competition winners etc.)
’ PyTorch Only TensorFlow Only PyTorch and TensorFlow
@ What we use locally for research Reference

Deep learning software
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| highly recommend...

If you have the time, learn the

, I THINK I'M FALLING |[ wnaT THE HELL 1s || TH-THIS ISNT wHAT

basics of them all IN LOVE WITH YOU. || GOING ON HERE?M IT LOOKS LIKE,
YOU'RE SO... TENSORFLOW!
INTUITIVE. o

k 0
dalbiad
REALLY? BECAUSE IT

LOOKS LIKE YOU'RE I HAVE AN IDEA.
CHEATING ON ME

UITH PYTORCH. @ 0 \ 0
?Q ﬁv AN ”v f?&q

Remember, it's
not a competition.
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In practice, people often use high-level frameworks

Makes a lot of coding much easier.
Recommend, to only use these if you understand the underlying framework.

We get back top one of these.
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Current trends in deep learning software

4 More accelerators

4 Compiled models

4 Lower precision computations

Technical University of Denmark

PRO MAJ

Un-Optimized Network

[ next input |
concat
relu relu relu
bias bias bias
1x1 conv. 3x3 conv. 5x5 conv.

fill

]

relu -ﬁu-
bias [ bias [l maxpool
1x1 conv.
e
D

Single-precision Floating Point (PF32)
8

TensorRT Optimized Network

me NeExt input
3x3 CBR

—

Half-precision Floating Point (FP16.16)
5 1
. .- -
| opooa

8-bit Integer (INT8)

. s
EIEIETEER |
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Meme of the day

Deep Learning

scientists think | do

from theano import *

a Z | et . ’
What mathematicians think | do What | actually do
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