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The “case”

@ You are just hired as an MLOps engineer at an start-up.
Your first job:

Develop an MLOps pipeline to solve a specific task for the
company

@ Importantly: You are judged not by how great the model is but
how fast you can setup a pipeline to solve the task.
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Why you do not need to care about the model?

That Is a job for the ML research not MLOps engineer
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How to solve the problem?

@ You already have all the tools
for the pipeline, you just need a

N\_OPsJ

good starting model.

@ You base framework is
Pytorch

@ You turn your attention
towards open-source projects
build on top of Pytorch
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The Pytorch Ecosystem £

@ COI |eCti0n Of fra m eWO rkS O PyTorch Get Started st Mobile  Blog  Tutorials  Docs v Resources v GitHub  Q

build to be used in CCOSYSTEM
collaboration with Pytorch TOOLS

@ It is not a complete list of
all great frameworks

PyTorch-NLP o DeepSpeed o

Albumen tations © Captum o©
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Example 1: Transformers

https://qgithub.com/huggingface/
transformers a

Mdm hoense Apache-2.0 -utmmm refease w450 Contrbutor Covenant SRR Rtoptsd

State-of-the-art Natural Language Processing for PyTorch and TensorFlow 2.0

Provides state-of-the-art NLP
models for both Pytorch, Jax
and Tensorflow.
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https://github.com/huggingface/transformers
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Example 2: Pytorch-image-models

:= README.md

https://qgithub.com/rwightman/
pytorch-image-models

PyTorch Image Models

Also known as TIMM. Image
models, scripts, pretrained
weights.

« Citing

Sponsors

Thanks to the following for hardware support:

¢ TPU Research Cloud (TRC) (

« Nvidia (https://www.nvidia.c

And a big thanks to all GitHub spansars who helped with some of my costs before | joined Hugging Face.

What's New

Projects

[ELUET A 7L Technical University of Denmark


https://github.com/rwightman/pytorch-image-models
https://github.com/rwightman/pytorch-image-models
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Example 3: Pytorch geometric

https://qgithub.com/pyQq-
team/pytorch geometric

pvor package FHUBH] busd PREENG) cocs FRERG]  codecov (BN contritneions (RG] etack B9

Graph Neural Network Library for
PyTorch to work on irregular data
such as graphs and points.

B-LSC) at KDD Cup 2021 from March 15th to



https://github.com/pyg-team/pytorch_geometric
https://github.com/pyg-team/pytorch_geometric

How to get a good idea?

About

Open Source Differentiable Computer

Vision Library for PyTorch

& ¥

Releases 15

> Morphological operators, Dee...

Packages

Used by 290

€C: -¢4+80
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How to get a good idea?

Progects - dtu_miops x K Kaggle Your Machne Leane. . X + - o

8 Kagglecom & @ o5 @

Datasets Code Discussions Courses  eee Q Sign In

e
n Pordad Mate e Wobmtos Lt “

Start with more than —
a blinking cursor

G REGISTER WITH GOOGLE

Register with Emai

Inside Kaggle you'll find all the code & data you need to do your data science work. Use over

ANATATANGTTIS - o nd 400 000 sublic natabhan aWalalalalll= 0 0 ic in N timao
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10 August 2018

General recommendations

Data

— Choose where data loading is not
too complex

— <10 GB (else work on a subset)

Model

— Start out with a public baseline
model if possible

— Choose smaller models over large
models

Model Performance

/

Model Complexity
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Summary

1. Pick a dataset you would like to work with
2. Pick a model you would like to work with

3. Pick any Pytorch-based third-party package (not used in the course) you would like to
work with

4. Write a small project description
A. Overall goal of the project
B. What framework are you going to use and you do you intend to include the framework
into your project?
C. What data are you going to run on (initially, may change)
D. What models do you expect to use
5. Create project repository
6. Upload project description as part of README.md file
7. Work on the rest of project...
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= ML Canvas for staying organized and thinking
ahead

@ Create SerVice to qUiCkIy get Product: Authors: Date: Version:
overview of ML news from many  Machine Learning Canvas Fasies e

sources Background L | solution 2| Data S Modeling Feedback @

Describe the customer's Define the solution, including Identify the training and List the iterative approach to Outline sources of feedback
goals and pains. features, integration, constraints production data sources, as model our task. from our system to use for
and what's out-of-scope well as the labeling process Start with simple rulsbasea system iteration.

User: machine learning engineers

Goals: staying up to date for work and decisions. : Enforce some human-in-the-loo checks
: - Core features: If this dees not work, then move te when there is a low confidence in
pain: tooc much unlabeled content L N " .
o - *predict the correct tag for given conteft Data owverall: simple ML models classification
on the ne edback for incorrectly classifie Title, description, tag
If this does not work, then move on Allow users to report issuss
* workflow to categorize ML content that Training to more complex ML models related to misclassification
out model is incorrsct/unsure about Large set of scraped data that needs
i EE manually labeling. Start small and
Value proposmon Integrations: scale up as needed.
. * ML content from reliable sources
Propose the product with Production:
. tives Incoming data from users
the value it creates and the w users to add content manually
pains it alleviates. and classify them Proiect
Product that discovers and categorizes Constrains: rojec
and from popular sources (redditc, = maintain low latency when classifying

twitter) + only recommend tags from lise of Define the required team

Alleviates: display categorized content approved tags
for users to discover

v members, deliverables and
| * avoid duplications

Advantages: save users time by not havin projected timelines.
to search through lot of content

out of scope: s ‘s .
I I I _Ca nvaS chemself * auto discover new tags for documents Metri Iﬂm] Nicki doss everything
[ ] that does not fit cne currently in data etrics

Prioritize key metrics that
reflect the objectives.

Accur, » confu mat. ; Fl
Feasibility O | mmmasimomamn Inference

Latency measurements

Discuss the feasibility of the Decide whether we want to

solution and if we have the do batch (offline) or real-
° required resources. time (online) inference.
A . B— | 1f open-source data exist then creating Evaluation %

Objectives O— | the model should be possible Do scraping in batches at a given time

. Else it will require § for API toc sites . R - point and do the processing in batches
Breakdown the product into like reddit, twitter to scrape the data Design offline and online to optimize processing
key objectives that need to cuzself evaluation criteria.
be delivered. Modelling seems feasible as text Offline validation dataset to bsgin

Discover ML content from sources classification is wlll understood with

incoming content for users Online evaluation s< 5
Display categorized content when service is live, asking then to
report is content is correctly
classified

om user feedback

Machine learning canvas from Made With ML by Goku Mohandas
License: CC BY-SA 4.0

0 August 201 Technical University of Denmark
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Checklist

/A You do not need to do everything to pass, the list is meant to be
exhaustive  wee:

Create a git repository

Make sure that all team members have write access to the github repository

Create a dedicated environment for you project to keep track of your packages (using conda)
Create the initial file structure using cookiecutter

Fill out the make_dataset.py file such that it downloads whatever data you need and

Add a model file and a training script and get that running

Remember to fill out the requirements.txt file with whatever dependencies that you are using
Remember to comply with good coding practices (peps) while doing the project

Do a bit of code typing and remember to document essential parts of your code

Setup version control for your data or part of your data

Construct one or multiple docker files for your code

Build the docker files locally and make sure they work as intended

Write one or multiple configurations files for your experiments

Used Hydra to load the configurations and manage your hyperparameters

When you have something that works somewhat, remember at some point to to some profiling and see if you can optimize your
code

Use wandb to log training progress and other important metrics/artifacts in your code

Use pytorch-lightning (if applicable) to reduce the amount of boilerplate in your code

6 January 2024 Technical University of Denmark Projects
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How is the project evaluated?

vJWe look at how well you can use the tools and techniques from the material in your project

/\ We do not look at how good model performance you get
/N\ We do not look at how complex a model and dataset you are using

| am looking at
H How well are your code, data, experiments version controlled and reproducible

s Is appropriate continues integration implemented for automatization of tasks

® Is a final model deployed and able to be interacted with a end user

10 August 2018
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When stuff does not fit

What if | cannot get framework X to work in my project ?

@ That is completely fine, but make sure to either argument why this was not possible, not
necessary or why you choose to go with an alternative.

Example:

We did not end up using Weights and Bias for tracking out experiments because the
group did already have prior experience with MLflow and therefore opted for using
that framework
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Exam report template

Add this to your public project repository

|— project_repo

| l_ src/ C o JCEIEEE ) Go to file Add file ~

| | l_ _init_. py n SkafteNicki update report template e B g0 £ History
| ... )
| l_ data/ figures

[ e
| | L processed/

| l_ DECRY = README.md
|

|

|

|

|— reports/
| |— figures/ <- for any figures for the report

| F— README.md <- YOUR REPORT
| report.py <- helper script Exam template for 02476 Machine Learning Operations

layout nav_exclude

default = true

This is the report template for the exam. Please only remove the text formatted as with three dashes in front and behind like:

https://github.com/SkafteNicki/dtu _mlops/tree/main/reports

-- question 1 fill here ---

where you instead should add your answers. Any other changes may have unwanted consequences when your report is auto generated in the
end of the course. Fo stions where you are asked to include i , start by adding the image to the | figures subfolder (please only use
.png ., .jpg or .jpeg ) and then add the following code in your T

| [my_image] (figures/<image>.<extension>)

| will scrape you report on the 19/1 at 23:59.

[ELUET A 7L Technical University of Denmark Projects
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Hand-in for today

Should be handed in before midnight today
- If all have access to learn, signup to a group and hand-in

« If only 1 have access to learn, signup to a group, hand-in and send email with
remaining student ids to me

* If non have access to learn, send email with student ids and project repository, |
will send back a group number

Project groups (100)

% Email g Delete

v i i Text Submission 1

PR A Friday, 5 January 2024 3:22 PM

MLOps 2 4 Project reposi... @

~>  https:/github.com M/ TN
MLOps 4 4 Project reposi... @

; S

Projects
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10 August 2018

Exam wishes

Fill out this form:

https://forms.qgle/RfXkPvUkHHvpZFy56

Participate online (not EUROTEQ students)
Request specific timeslot

Request grade on the 7-point scale
Something else

Technical University of Denmark


https://forms.gle/RfXkPvUkHHvpZFy56
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Meme of the day

When someone asks why you never stops
talking ahout machine learning

/
-
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it defines who | am
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