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Debugging is a hard but necessary discipline
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Debugging ML code is even harder

Bugs in ML code can be non-ml specific and ML specific

£. Classic bugs: Code does not run

Use traditional debugger to find these

£. ML specific bugs: My model is not converging
Need the correct approach for debugging

Lets start with the classics...
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First step: Get a good working envionment

® Jupyter notebooks are great at what they are meant for: exploring ideas and combining code + text into standalone document...

® However, it can be a pain debugging code in notebooks...

SPYDER
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Python debugging in general

Print statements
print("x.shape = {}".format(x.shape))

Stop at interesting points in your code and interact
from IPython import embed; embed()

. # do your stuff interactively here
exit() # exit ipython to let your code continue

Use build in Python debugger
import pdb; pdb.set_trace()

Use breakpoints % vscode_playground.py X
% vscode_playground.py > ...
1 sys
Breakpoint len(sys.argv) 2:
4 name = sys.argv[1]

"

6 name - 'stranger’

0 ~J

print(f'Hi there, {name}')
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VS code debugging
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wor = grgparse.ArgusentParser(description="Training srgusents”)
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= parser.parse_srgs()

wiargs)

om = "cuda” If vorch,cude. is_svallable() else "cpu™
t{f"Running on device={device}”)

Al = Fydwesonetode] ()
1 = model. to{device)

n_set = Corvuptinist{tradn=True, in_folder="data/raw", owt_folder="dsts/processed”)

loader = Trech wtils dara, Dataloader(train_set, batch size=178)
mizer = (module) torch [model. paraseters(), Lr=args.lr)
erion = torch.mn.CrossEntropyloss()

wch = 5
wpoch in range{n_spoch):
loss_tracker = []
for batch in detaloader:
optisizer. zero_grad()
=, ¥ = batch
preds = sodel(x.to(device))
loss = criterlon(preds, y.to{device))
loss. backeard()
optimizer. step()
loss_tracker. append(loss. item{))
peint{#=Epoch [epochsi)/{n_spoch). Loss: (loss)™)
£}

als /trained_model.pt*)

plt.plot{loss_tracker, *-°)

4 plt.xlabel(“Training step)
d plt.ylabel{“Training loas")

——

Curtrut TeeAL OESUG ComiouE

JBA5 WARNING: apt does not hawe o steble CLI interface. Use with cewtion in scripts,

51
Lo
"1
"1

658 Reading package 11sts...

ewecutor falled running [/bin/sh - apt update &8
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exit code: 108

C:\Users\nade\Document s\ exanple_nlops ]

apt imatall --no-Install-recommends -y bulld-essential geoo 88 apt clean B rm -rf fvar/Libjapt/lists/*]:

C Made with GRMMA )



https://gamma.app/?utm_source=made-with-gamma

VS code debugger

Step options:

A F5: next breakpoint
HF10: next line

A F11: stepinto

A Shift-F11: step out

HE CTRL-Shift-F11: Restart

H Shift-Fb: stop

A
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Where yo&are ET(GeAtut kA T3 Aoy EralieFulin,  MaTAMTHIA)
train_loader wdor (dataset=tradn_dutaset, batch_size= size, shuffle=True)
test_loader Loader(datasetatest dataset, batch_slzesbatch_size, sheFflesfalse)
encoder = Encoder (nput_is=x_dia, hidden gismhidden_dis, Istent_die-latent_cis)
decoder = Decoder(lLatent_diselatent_tim, hidden_dis « hidden_din, cubput_dis o x_din)
model = Hodal (Encoder-ancoder, Dacoder~decoder). ca{BEVICE)
inport adzm
< e ——
——— T BCE_loss = mn.BCELoss()
S il —ey e
reprodection_loss = na.functional.binary_cross_eatropy(x_hat, x, reduction="sus')
o -85 * torch.sum(le log var - mean.pow(2) - log_var.exp(})
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Back to these ML specific bugs
A\ When everything is running, but results are wrong 4\ = Silent Failures

CANYOUTAKE A | | 15 THIS A NORMAL BUG OR | | ms ANORMAL | [THE SERVER CRASHES
LOOK AT THE. BUG | | ONE OF THOSE HORRIFVING | | ONETrIS TIME, | | IF A USER'S PRSSWORD
T JUST OPENED? | | ONES THAT PROVE YOUR TPROMISE. | | 1S A RESOLABLE URL.
WHOLE PROVECT 15 BROKEN ,
BEYOND REFAIR AND SHOULD OK, LHATS ﬁ&g I-]ZL;:ID
BE. BURNED 0 THE GROUND? :

Finding these buggers comes with experience. A potpourri of my findings over the last couple of years and others.
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1. Read the freaking stack traces

Traceback (most recent call

File |"/path/to/example.py ine 4|, 1in |<mocdule>

1n |greet

b=
o
—r
&
O
=
o
L
E
o
=
=
©
@
=B

Sometimes the real erroris in the beginning, sometimes in the middle but in most cases it is the end line.
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2. Check your data

Your starting point should always be the data in ML!

Check

WA Examine summary statistics (data normalized?)
Data was manually collected by introducing particles into vials and
e _ 5
W Look at label distributions (is it shuffled?) then running them through the system
What are the potential problem with automatic labeling of

W Visualize a few samples (are they corrupted in anyway?)
‘ batches?

If you are working on datasets you know, you may skip

these steps.
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5. Look out for data leakage

Data leakage occurs when information from val or test is used to create the model

® Normalization trap: calculating mean/std on the entire dataset before splitting (includes batch normalization)
® Time-series leakage: using future to predict past

® Duplicate samples: having the same sample in both training and val/test

® Group leakage: multiple samples from same user, some in training, some in val/test
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4. Start as simple as you can

Remove all the fancy stuff
COMPLEX MODEL

® Mixed preCiSion MIXED PRECISION EARLY

STOPPING

e Reqularization like dropout
e FEarly stopping

e [earningrate schedulers

° DROPOUT LR SCHEDULER

COMPLEX MODEL
One or more of these may be enabled by default if you

are starting from someone's else codebase

SIMPLE CORE
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5. Make everything deterministic

Every machine learning run is by default random. Try fixing:

® Seed everything and use same seed everywhere
® Remove all data augmentation

® Use only a single batch of data where you have a feeling of the outcome

int getRondomNumber ()

return 4. // chosen by foir dice roll.

/| quaranteed to be random.
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6. Investigate the math

Debug the math:

® Go through your code, line by line

® There should be a one-to-one match between equations and lines of code
® Refactorif it is not clear

Check dimensions and annotate if necessary or use typing software

I |

# add shape comments

A = torch.randn(N, D) # NxD
x = torch.randn(D) # D

Ax = A.mv(x) # N

[ Vv
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6. Investigate the math

® Lookout for broadcasting!

® Broadcasting in python is both a blessing and a curse

y |20{z2020| «
| o e e | ot =t
|30]30(30|, / [30]30]30] )

10

20|20 | 20(20|20,

® It can create problems (real life example) w—l 7D (ﬂl oaoy
20 innl] *

]
L et
20
30

import torch

preds = torch.randn(100, )

target = torch.randn(100,1)

loss = (preds - target).abs().pow(2.0).sum()

A

What is the problem here?
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7. Overfitting is good?

Overfitting is usually seen as an bag thing bug...

® Models should be able to memorize one batch

® Train on one batch, if loss is 0 move on to larger models/large data

else debug

Under- | Over-
fitting ' fitting Validation

set

Training

“sweet spot” _ ;
v P e set

Number of
iterations
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8. Really look at your loss

Assuming your model is training without errors, but your

loss is not behaving as it should.
® Are you printing/logging the results correctly?

® Did you remember loss.backward, optimizer.step and

optimizer.zero_grad ?

® What about your learning rate and batch size?

For your loss, if possible, calculate in log-space

a =1

for x in data:
a =a * X

log_a = 0

for x in data:

log_a

log_a + log(x)
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9. Visualizations are your friend

Log and visualize everything
® Training loss is really decreasing right?
® Can you add additional metrics?

® Log dynamic changing hyperparameters (learning

rate with Ir schedulers)

® Plot data, predictions, reconstructions etc. over time
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10. Add complexity over time

|f yOU are Stl” gOOd then Parameter count of ML systems through time

® Get a baseline that just works (=train on more data
data)

"
-
[T
=
9
]
m
[
[
[+

® Stop overfitting:

e Add back reqularization

e Add back data augmentations

Publication date

® Tune hyper parameters
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11. Model mode

Enabling model.eval vs. model.train at the right time

mepce, Hios
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el aval (] wh

sl Behaswor, heo
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Summary of steps in ML debugging

—
.

© ©® N O O » W N

— —
_ID

Read your stacktrace

Check your data

Check for data leakage

Start as simple as you can
Make everything deterministic
Investigate the math

Overfit to your data

Look at your loss

Visualize everything

. Add complexity in steps

. Check model modes are correct
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Exercise: Why is my model 'perfect'? €&

A student is training a binary classifier. The training loss goes to exactly 0.00 after 1epoch, and validation accuracy is
100%. However, when they test it on a new hidden dataset, the accuracy is 50% (random guessing).

Discussion Question (2 minutes): In pairs, identify three potential ML-specific bugs from our list (Data, Math, or
Overfitting) that could cause this. Which one is the most likely 'silent’ culprit?
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Meme of the day

https://skaftenicki.github.io/dtu_mlops/s4_debugging_and_logging/

Debugging

[di:bAg-ing]

I. Being the detective in a crime

movie where you are also the
murderer.

( Made with GAMIMNA )



https://skaftenicki.github.io/dtu_mlops/s4_debugging_and_logging/
https://gamma.app/?utm_source=made-with-gamma

