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The job

D You (and your group) are just hired as an MLOps engineers at a start-up. 

Your first job: 

Develop an MLOps pipeline to solve a specific task for the company 

 

D Importantly: You are judged not by how great the model is but how fast you can setup a pipeline to solve the task.  

 

https://gamma.app/?utm_source=made-with-gamma


Why you do not need to care about the model? 

That is a job for the ML research not MLOps engineer 
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How to solve the problem? 

D You already have all the tools for the pipeline, you just 

need a good starting model. 

D Your base framework is Pytorch 

 D You turn your attention towards open-source projects 

build on top of Pytorch 
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The Pytorch Landscape �  
D Collection of frameworks build to be used in collaboration with Pytorch  https://landscape.pytorch.org/

 D It is not a complete list of all great frameworks 

https://landscape.pytorch.org/
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Example 1: Transformers  
https://github.com/huggingface/transformers 

 Provides state-of-the-art NLP models for both Pytorch, Jax and 
Tensorflow. 

 

 

 

https://github.com/huggingface/transformers%E2%80%8B
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Example 2: Monai 
https://github.com/Project-MONAI/MONAI

Models for healtcare imaging

 

 

https://github.com/Project-MONAI/MONAI
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Example 3: PyTorch 
geometric 
https://github.com/pyg-team/pytorch_geometric  

Graph Neural Network Library for PyTorch to work on irregular data 
such as graphs and points. 

 

 

https://github.com/pyg-team/pytorch_geometric
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A open-source framework can usually get you 80% of the way

Open-source frameworks provide a robust foundation for MLOps, covering most common functionalities and significantly reducing development effort.

Pre-built Models & Algorithms

Access state-of-art, often pre-trained, models and 
algorithms ready for fine-tuning.

Battle-tested Code

Community-maintained, extensively tested, and 
optimized for higher reliability.

Strong Community Support

Extensive documentation, tutorials, and forums make 
learning and troubleshooting accessible.

The remaining 20% focuses on unique differentiation:

Customization

Tailor models to unique business logic, data 
types, and performance needs.

Integration

Connect ML pipelines with existing systems, data 
sources, and applications.

Deployment

Adapt to infrastructure, set up monitoring, 
scaling, and security protocols.
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Your first task

Find a Dataset

Identify a compelling dataset 
that aligns with your interests 
and project goals. Consider its 
structure, size, and relevance.

Choose a Model

Select a suitable machine 
learning or deep learning model. 
Explore various architectures 
and their applications for your 
chosen dataset.

Set the Right Scope

Aim for a challenge that is harder 
than basic benchmarks (e.g., 
MNIST, CIFAR) but easier than 
training a large language model 
(LLM) from scratch. Find your 
sweet spot!
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How to get an good idea?

Look at the used by section on github
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How to get an good idea?
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How to get an good idea?
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General recommendations 

r Data 

Choose where data loading is not too complex 

<10 GB (else work on a subset) 

 

� Model 

Start out with a public baseline model if possible  

Choose smaller models over large models 
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Summary 

Pick a dataset you would like to work with 1.

Pick a model you would like to work with 2.

Write a small project description  containing3.

Overall goal of the project a.

What data are you going to run on (initially, may change) . Describe overall number of samples, size, modality&b.

What models do you expect to use c.

Create project repository 4.

Upload project description as part of README.md file 5.

Work on the rest of project& 6.

http://readme.md/
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ML Canvas for staying organized and thinking ahead 

A structural framework for staying organized 
for large machine learning projects and 

making sure all the different phases are 

aligned

https://github.com/SkafteNicki/dtu_mlops/tree/main/canvas

https://github.com/SkafteNicki/dtu_mlops/tree/main/canvas
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Project checklist

¦ You do not need to do everything to pass, the list is meant to be exhaustive  
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How is the project evaluated? 

' We look at how well you can use the tools and techniques from the material in your project 

¦ We do not look at how good model performance you get 

¦ We do not look at how complex a model and dataset you are using 

I am specifically looking at

c How well are your code, data, experiments version controlled and reproducible 

 � Is appropriate continues integration implemented for automatization of tasks  

 � Is a final model deployed online and able to be interacted with a end user

  ,  How well does it look like you have collaborated on the project
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Exam report template 

Add this to your public project repository  

=%% project_repo 
'   =%% src/ 
'   '   =%% __init__.py 
'   '   =%% ... 
'   =%% data/ 
'   '   =%% raw/ 
'   '   5%% processed/ 
'   =%% ... 

'   =%% reports/ 
'   '   =%% figures/  <- for any figures for the report 
'   '   =%% README.md <- YOUR REPORT 
'   '   5%% report.py <- helper script 

 

 https://github.com/SkafteNicki/dtu_mlops/tree/main/reports 

 I will scrape you reports and repositories on the 23/1 at 23:59. 

https://github.com/SkafteNicki/dtu_mlops/tree/main/reports%E2%80%8B
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Hand-in for today 

Should be handed in before midnight today 

If all have access to learn, signup to a group and hand-in 

If only one or more group members are missing from learn, still hand-in as a group and send a email with remaining 
student ids to me 
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A little helper for you guys

uvx cookiecutter \
    https://github.com/SkafteNicki/mlops_template \
    --checkout code_helpers

Comes with

AGENTS.md: an overall agent helper with basic project commands explained

.github/agents/dtu_mlops_agent.md: a specific agent for course related questions

If I find time I will update this to be an agent skill that dynamically can interact with the content of the course
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Meme of the day

https://skaftenicki.github.io/dtu_mlops/pages/projects/

https://skaftenicki.github.io/dtu_mlops/pages/projects/
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