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Why you should care about today

3 years ago, the day before this lecture, the internet went down for a
couple of hours because someone f..ked up their continues integration Dev at Fastly g ||“ jUSt pUSh thIS
at Fastly small change to production

Dev at Fastly 2 seconds later:

detector” O
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Continues X

@& Term refers to a set of software practices for automating tedious tasks and make sure changed in a pipeline are

continuously propagated through the pipeline

7”7\ 7\

Code Build Test Release Deploy Operate

If something is Continuous Integration Continuous Delivery Then this should
updated here... automatically change
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The different types

Cl
Continues Integration

® How to automatically secure

that code does not break during

development?

B App independent concept

CD
Continues Deployment

® How to get your

code/application to the user

automatically? + monitor life cycle

B App dependent concept

CML
Continues Machine Learning

® How to automatically retrain

machine learning models when

data and code changes?

ESpecific to ML applications
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MLOps levels

The Maturity model overall describes the DevOps practices to

run a successful MLOps environment.

Intended to identify gaps in an existing organization's attempt

to implement such an environment.

® Estimate the scope of the work for new engagements.
® Establish realistic success criteria.

® Identify deliverables you'll hand over at the conclusion of the

engagement.

Level

3

Description

No MLOps

DevOps but no
MLOps

Automated
Training

Automated Model
Deployment

Full MLOps
Automated
Operations

Highlights

= Difficult to manage full machine learning
model lifecycle

= The teams are disparate and releases are
painful

= Most systems exist as "black boxes,” little
feedback during/post deployment

Releases are less painful than No MLOps, but
rely on Data Team for every new model

= Still limited feedback on how well 3 model
performs in production

Difficult to trace/reproduce results

= Training environment is fully managed and
traceable

Easy to reproduce model

Releases are manual, but low friction

= Releases are low friction and automatic

Full traceability from deployment back to

original data

= Entire environment managed: train > test >
production

Full system automated and easily monitored
Production systems are providing information
on how to improve and, in some cases,
automatically improve with new models

= Approaching a zero-downtime system

Technology

= Manual builds and
deployments

Manual testing of model
and application

= No centralized tracking of

model performance
= Training of model is
manual

= Automated builds
= Automated tests for
application code

= Automated model
training

= Centralized tracking of
model training
performance

+ Model management

Integrated A/B testing of
model performance for
deployment

= Automated tests for all
code

Centralized tracking of
model training
performance

» Automated model
training and testing

= Verbose, centralized
metrics from deployed
model
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This lecture: continues integration

Core task:

@ How to automatically secure that code does not break during development? @

3 steps to do this:
® Use version control: Frequently committing code to a shared repository

® Write (unit)test for your code: Should capture unwanted bugs in your code

® Automate build + testing: Automatically run test so code cannot be merged without working

( Made with GRMIMA )
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A small case study for continuous integration

G0 0O 0 Q@

3

MAMNIFEST.in
Makefile
README mid
pyproject.toml
requirenments.tat
setupichy

satup.py

README.md

& months ago

Machine learning metrics for distributed, scalable PyTarch applications.

What is Torchmetrics « Implementing a metric » Built-in metrics » Docs « Community = License

python 5.7 | 3.8 (3.9 300  pypl package [0H0E downlosds 26M  conda [WO0MS] downloads JBB8HI Licanse Apache 2.0

Cl testing - complete o azure Fipelines [liceseded|

 coeco 5598

R clock [ ocs [BREEAG) DI 105381 renode 8844764 2055 TOTIOGGERORET @ precommit.c; RSl

months 2go

Contributors 162

2000M >
@MOE

# 158 contributors

Languages

¥ Python 9055 @ Other 01%
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Cl step 1: version control

User version control: s

€ SkafteNicki committed on Mar 9, 2021 o

' Code Changes are tracked <o Commits on Mar 10, 2021

«contributing
® Branches for parallel work o
) skafteNicki commitied on Mar 10, 2021

Apply suggestions from code review
€M) sksfreNicki anc Borda committed o

move around
. € sratenic committed on Mar 10, 2021
Commit frequently:
merge
€ saftenick committed on Mar 10, 2021
® Catch errors sooner than later = IO
Merge branch ‘master’ into contrlhutmg
q q q ) swatenic committed on Mar 10 2021 X
® Revert back easily to when things were working
Update .github/CONTRIBUTING.md 1=
] sianenicki =nd Borda comminied on Mar 10, 2021 X
® Merging can be done automatically - e
Update .github/CONTRIBUTING.md ==
W Skattenicki =nd Borda commitied on Mar 10, 2021 X

Apply suggestions from code review
& Borda comminied on Mar 10, 2021 X

Create it = Break it = Fix it —... from md to st

SkafteNicki committed on Mas 10, 2021

Merge branch cuntrlbutlng of htlp 4
€ sksfeNicki comm Mar 10, 202

hub.com/PyTorchLightning/me... =
Apply suggestions from code review
@ Borda committed on Mar 10, 2021 X

Apply suggestions from code review
& Borda commined on Mar 10, 2021 X

Apply suggestions from code review
& Borda commitied on Mar 10, 2021

( Made with GRMIMA )
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Cl step 1: Use branches

Parallel workflow

Experimental features changes are kept away from

master/main

Recommend extensions for VS code:

e (GitLens
e Git Graph

e GitHub Pull Requests

¥ Comeit Graph meties %

P * " Sagerh comimes, g TUpdstes depandenon:” Juthorsamodic

2 [ doc/audio
o]

+ [ ] master

0 B g es_cor

[ c'gpu-intagram

B fsatuy/plot

0 coanup?
0 [ glisfpains

2 msamaaphor

B citmaegity
[ desrup?
B dearup/deprecated

e e

| herge branch ‘master’ b docsmsdo
| matcting funcion docs
| update machdar documentation
| endhucie ypdste and compute
Improvnd reneval doC (81358
Fix we ) ket naming in Cedtwee (#1357

Fx

| Ct fix uvong achual T verzion intograbons: (113

Margo branch macior o o/\gpo- inmgras
| Code cloaning afier chassiBieatiom refactir Hin {
Merge beanch ‘master’ nto oigpu-imtegrate
Merge branch ‘master nto featurspiot
C1 fis uidng actus T verion itegrations
| Fiz precieion meue in pamwise suchdean it
Merge branch ‘master o fearure/plot
MSEDE bIEnch RISt N deanup,T
Mexge beanch ‘master’ nto bugfispainsise_pre
| ey drom ready for desftiwip 11500
changacg
fix
Mezge beanch 'master’ nio deanup?
Merge branch ‘masier nio fearurspiot
| Cleareap of daprecaned code (#1348) | * deanu
chenge regqaremend
update with 2x &g
MEFDE BEENCR ISR N TRaTWR/ploT
mengiy: drep ey for S wip
Merge besnch ‘masier o desnop?

Merge branch ‘master’ o deanups/'deprecated

o rorent Talled weors (#13A8) | ¥ o renus fallod |

5 days ago
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Cl step 1: Use pull requests

A\ No commit can be pushed to master without being in a pull request

1. Find PR

Added MinkowskiDistance support

Tufipe

2. Check changes 4. Send rE*-fiew

L

3. Make one or @ o
i more comments ey

C Made with GRMIMA )
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Cl step 1: pre-commit

WA Check that everything is up to standard before commits are created

! pre-commit-config.yaml X
! pre-commit-config.yaml
default_language version:

2 python: python3

3

4 repos:

5 - repo: https://github.com/pre-commit/pre-commit-hooks
[ rev: vi.4.9

7 hooks:

8 | - id: end-of-file-fixer

..L.
|

id: trailing-whitespace
- id: chec
- id: check-
id: check-toml
check-docstring-first
check-executables-have-shebangs
d: check-case-conflict
detect-private-key

#*

13 - repo: https://github.com/astral-sh/ruff-pre-commit
9 rev: va.1.3

L2 hooks:

1 - id: ruff

2
2
5
2
2
2
2.
2
2z
2
25
21

args: [--fix, --exit-non-zero-on-fix]

Wopa

4
|

repo: https://github.com/astral-sh/ruff-pre-commit
rev: va.1.3
hooks:

- id: ruff-format

e

B~

el
'

repo: https://github.com/codespell-project/codespell
rev: v2.2.5
hooks:
- id: codespell
additional_dependencies: [tomli]

&

Rk

dtu_mlops on B main [!12?] via c@v3.11.5

Y git commit -m "implemertation of clienmt™

B e 5 PP - - - |
- hook id: end-of-file-fixer

- exit code: 1

- files were modified by this hook

Fixing sB monitoring/exercise files/cliemt.py

trim trailing whitespace.
check toml....ccenenns
check docstring is first.
check that executables have shebangs.
check for case conflicts.
detect private key.
LT
- hook id: ruff

- exit code: 1

- files were modified by this hook

s8_monitoring\exercise files\client.py:17:12: 5113 Probable use of requests call without timeout
Found 2 errors (1 fixed, 1 remaining).

ruff-format.
codespell. ..
markdownlint-docker

-(no Files to check)s
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Cl step 2: write tests

Tests are the cornerstones of continuous integration

® unit testsare arguable the most important.

® A single unittest, tests a small part of your code

® By testing code in small pieces, bugs are easier to find

Other test types worth considering:
@& Integration tests

& Regression tests

& Performance tests

& Security tests

( Made with GRMMA )
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Cl step 2: write tests

o P master =  metrics f src,/ torchmetrics / Go o file Add file =
® By Python convention your source code
€D seeftenicki Fix wrang member naming in erwer (£1357) K sscarar 6 days age (S History
should either be :
B audio
i dz‘te -c.n - Revert 1
. . Ag‘e‘ :
src/<project_name> S
B nominal d a
(src-layout) o
B retreval 1 T
Or B il ¥125 d
B wnpp 12

<project_name>

(flat-layout) e T i — o

( Made with GRMIMA )
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Cl step 2: write tests

For tests, the convention is to either place the testsin a

separate tests folder, or put the tests in the same folder as the

P master -~  metrics /tests / unittests / Gotafile Add file =
function/class/submodule they are testing. S e e T e R,
| audio Set minimu 2 manths ago
—— README.md =
Src/ M classification Cleanup of deprecated code (#1349 7 days ago
B detection
| _init_py g
q . M image i
| ——important_functions.py T
tests/ =
| '— _|n|t_'py : lelgnss\‘nn days
| ——test_important_functions.py i T
W utilities ths
B wrappers day
bi README.md O _init_oy § months ago
F——src/

| F——_init__.py

| —— submodule/

|  F————_init_.py

| F—————important_functions.py

| b—————test_important_functions.py

( Made with GRMIMA )
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Cl step 2: write tests

® In python, we recommend using the pytest framework.

® Testare simple functions that start with test_and uses assert

F

import torch
from torch.nn.functional import mse_loss

def test _mse_loss _zeros():
# (0 - 0)x*x2 = 0
assert mse_loss(torch.zeros(1l,), torch.zeros(1l,)) ==

def test mse loss ones():
# (1 0)**x2 = ]

assert mse_loss(torch.ones(1,), torch.zeros(1,)) ==

4

( Made with GRMIMA )
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Cl step 2: write tets

Test can be simple...

def test_warning_on_nan{tmpdir):
preds = torch.randint(3, size=(28, ))

target = torch.randint(3, size=(28, ))
with pytest.warns(
UserWarning,

match="'.* nan wvalues found in confusion matrix have been replaced with zeros.',

confusion_matrix({preds, target, num_classes=5, normalize='true')

( Made with GRMIMA )
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@pytest.mark.porametrize(®normalize®, [*true’, ‘pred’', ‘all’, Nonel)

@pytest.mark.parametrize(

"preds, target, sk_metric, num_classes, multilabel®,

[(_input_binary_prob.preds, _input_binary_prob.target, _sk_cm_binary_prob, 2, False),
{_input_binary_logits.predz, _input _binsry logits.target, _sk_ca binsry_prob, 2, False),
{_input_binary.preds, _input_binary.target, _sk_cm_binary, 2, Falsze),

{_input_mlb_prob.preds, _input_mlb_prob.target, _sk_cm_multilabel _prob, MUM_CLASSES, True),
(_input_mlb_logits.preds, _input_mlb logits.target, _sk_cm multilabel prob, NUM_CLASSES, True),
{_input_mlb.preds, _input_mlb.target, _sk_cm_multilabel, NUM_CLASSES, True),

{_input_mcls_prob.preds, _input_mcls_prob.target, _sk_cm_multiclass_prob, MUM_CLASSES, False),
{_input_mcls_logits.preds, _input_mcls_logits.target, _sk_cm_multiclass_prob, NUM_CLASSES, False),
(_input_mcls.preds, _input_mecls. target, _sk_cm multiclass, NUM_CLASSES, False),
{_input_mdmc_prob.preds, _input_mdmc_prob.target, _sk_cm_multidim_multiclass_prob, NUM_CLASSES, False),
{_input_mdmc.preds, _input_mdmc.target, _sk_cm_multidim_multiclass, MUM_CLASSES, False)]

class TestConfusionMatrix(MetricTester):

@pytest.mark.parametrize{“ddp®, [True, False])
eS Bpytest.mark.parametrize{~dist_sync_on_step™, [True, False]l)

def test_confusion_matrix(

Cl step 2: write J

self, normalize, preds, target, sk_metric, num_classes, multilabel, ddp, dist_sync_on_step

or Complicated self.run_class_metric_test(

ddp=ddp,
preds=preds,
target=target,
metric_class=ConfusionMatrix,
sk_metric=partial(sk_metric, normalizesnormalize),
dist_sync_on_step=dist_sync_on_step,
metric_args={

“num_classes”: num_classes,

"threshold™: THRESHOLD,

"normalize”: normalize,

"multilabel™: multilabel

( Made with GRMMA )
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Exercise 1: The data contract

Example dataset:

R
€ ono

It

e

checks you would run on the input data before training starts to ensure the data is healthy."

Imagine you are building a model to predict House Prices. Aside from 'the code doesn't crash,'list 3 automated

www.kaggle.com
Housing Prices Dataset

Housing Prices Prediction — Regression Problem

C Made with GRMMA )
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Solution: Exercise 1- The Data Contract

Automated checks for healthy input data before model training:

——0— — 00—

Data Type & Range Validation Missing Values Threshold Categorical Consistency
Confirm numerical features like Verify that no essential columns Validate categorical features
'square footage'and 'number of (e.g., 'price’, 'address’) contain such as 'neighborhood' or
bedrooms' fall within plausible missing values above a 'property type' against a list of
ranges (e.g., non-negative) and predefined, acceptable known, expected values to catch
maintain their expected data percentage, preventing typos or new, unhandled
types. incomplete data from skewing categories.

results.

( Made with GRMMA )
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Exercise 2: The Smoke Test

You've just finished training a new model version in your Cl pipeline. What is the very first thing you should do with
that model file before saving it to a Model Registry? Write down one 'sanity check'.

( Made with GRMIMA )
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Solution: Exercise 2 - The Smoke Test

Model Output Validation

Load the newly trained model and perform a prediction on a small, known-good data sample. Verify that the
model's output is not empty or erroneous, its data type matches expectations(e.g., float, integer), and it falls

within a sensible range for the problem (e.qg., a positive house price, a probability between 0 and 1).

( Made with GRMIMA )
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Exercise 3: ML Bug Hunting

A developer pushes code that passes all unit tests, but the model's accuracy on the test set drops from 95% to 40%.
Discuss with your partner: Should the Cl pipeline 'fail' this build? How would you write a test to catch this

automatically?"

( Made with GRMIMA )
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Solution: Exercise 3 - ML Bug Hunting

Implement a Model Performance Test

Introduce an automated regression test in the Cl pipeline. This test should:
e [ oadthe newly trained model.

e FEvaluate its performance on a stable, versioned test dataset.

e Compare key metrics(e.g., accuracy, F1-score)against a predefined threshold (e.g., accuracy >=90%).

e Fail the build if performance falls below the threshold, blocking deployment.

( Made with GRMIMA )
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Cl step 2: execute locally

{Llightning) C:‘\Usersynsde‘\Documenmts'metrics:pytest tests\wnittests\regressionktest mean_error.py
test session starts

platform win32 -- Python 3.8.13, pytest-6.2.5, py-1.11.8, plupggpy-1.8.8
rootdir: C:%Users'ynsde'\Documents'metrics, configfile: setup.cfg
plugins: cow-4.8.8, doctestplus-8.12.1, timeout-2.1.8

collected 116 items

testshunittestsregression'test_mean error.py S5555555555555 SS555555555555 OOOOOCE

warnings summary

.« %« VAnacondaZyenvs' lightning'lib\site-packages'_pytestconfigh  inmit_ .py:1183
C:\Usersynsdehanaconda3yenvs\lightningh 1ib\site-packages'pytest\configh__init__.py:1183: PytestDeprecatiomWarning: The --strict option is deprecated, use --strict-markers instead.

self.issue config time warning(

-- Docs: https:/ffdocs.pytest.orgfen/stablefwarnings. iml
» 2B skipped, 8 xfailed, 1 warning in 16.4ds ========

Test passed Do you remember to do this before each commit?

Test failed Let’s automate doing it instead

Test skipped (pytest.skipif, pytest.skip)

Test was expected to fail (pytest.xfail)
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Cl step 3: Automating stuff

What can be automated: EVERYTHING g
® Unit testing

® Integration testing

® Documentation creation

® Linters(style formatting)

® Security checks

® Code coverage

® Custom checks...

Only your imagination is the limit...

( Made with GRMIMA )
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Cl step 3: Github actions

Build-in continuous integration in Github.

Free 2000 automation minutes/month (public repository)

8 SkafteNicki /02457 _mlops ' Private

? Code (L) Issues I Pull requests ® Actions ('] Projects

Many ready to go workflows

Deno o Python package °

St ip ket venrielhonw
68 up thi veo ko

MET @ Publizh Dacker Container °

St wp thes weoridlow Gk up this workdfhow

Elixir

St i thet workiew

C|n-jlu|:c

St up this veordiow

Insights

9} Settings
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Cl step 3:
workflow files

Workflow files are a set of
instructions that should be
executed on a virtual machine
hosted by Github

You can have one or many

workflow files (runs in parallel)

When should
workflow be
triggered

Define OS +

Clones code

Setup Python

Install
dependencies

Check
formatting

Run tests

[ Made with GRMIMA
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Cl step 3: workflow files

¥ master - metrics / .github / workfiows / Go to file Add file =

'_l Borda ci: reruns failed tests (#1348) . ¥ 7drvdaf 7 days ago
[ ci-checks.ymi Cl: merge conda and full tests [#1324)

[ ci-docker.yml ci: reruns failed tests (#1348)

[ ci-integrate.ymi ci: reruns failed tests (#1348)

[ ci-tests—full.ymi ci: reruns failed tests [#1348)

[ docs-check.ymi Add CLIP score (£1314)

[ focus-diff.ymi Bump actions/setup-python from 2 to 4 (#1169)

™ araaticess wel Imitial et

name: Install dependencies

run: |

python -m pip install --upgrade --user pip

pip install --requirement ./requirements.txt --find-links https://download.pytorch.org/whl/cpu/torch_stable.html
pip install “"pytest>6.8" “pytest-cov>2.1@" --upgrade-strategy only-if-needed

python --wversion

pip --version

pip list

shell: bash

- name: Test Package [only]

run: |

# NOTE: run coverage on tests does not propagare faler status for Win, https://github.com/nedbat/coveragepy/issues/1083

python -m pytest torchmetrics -v --covs=torchmetrics --junitxml=junit/test-results-${{ runner.os }}-${{ matrix.python-version }}.xml

) History

11 days

3

4 months

¥s ago

ago

ago

ago

ago

ago
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Cl step 3: workflow files
W43 checks in total

Test a combination of
® Hardware setup

® Operating system
® Python version

® Core dependencies

Runs unit tests, build documentation, test

coverage, linting of code, package installer etc.

Mergify

/ Summary

WwiP
wip

Docs check

test-docs
make-docs
paper-JOS5

paper-cite
Clintegrations

pytest (ubuntu-20.04, 3.7, oldest)
pytest (ubuntu-20.04, 3.10, latest)
pytest (macO5-11, 3.7, oldest)
pytest (macO5-11, 3.10, latest)
pytest (windows-2022 3.7, olde...

pytest (windows-2022, 3.10, lat..

" pytest (3,10, latest, ubuntu-22.04]

pytest (3.10, latest, mac05-12)

+ (l testing - complete

v check-diff / eval-diff

X pytest (ubuntu-20.04, 3.8, 1.9.1)

X pytest (ubuntu-20.04, 3.8, 1.10.2)
X pytest (ubuntu-20.04, 3.8, 1.11.0)

X pytest (ubuntu-20.04, 3.8, 1.12.1)
X pytest (ubuntu-22.04, 3.8, 1.13.0
X pytest (ubuntu-22.04, 3.10, 1
% pytest (macO5-11, 3.8, 1.13.0

X pytest (macO5-11, 3.5, 1.13.0

% pytest (windows-202

X pytest (macOS-11, 3.7, 1.8.1, old..
* pytest (macO5-11, 3.8, 1.8.1, old..
X pytest (windows-2019, 3.7, 1.8.1..

X pytest (windows-2019, 3.8, 1.8.1,

@1

v General checks

PuUl_request

check-code / mypy

X check-code / pre-commit

check-schema / schema

check-package / pkg-check (ub...

check-package / pkg-check (ub...

theck-package / pkg-check (ma...

check-package / pkg-check (wi..,

check-package / pkg-check (wi...

v Azure Pipelines

X Lightning-Al.metrics

X Lightning-&l.metrics (pytest PyT... Re-run

X Lightning-Al.metrics [pytest PyT... Rer

e / pkg-check (ma...
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Cl step 3: Code is checked before merging

Branch protection rules: 1
A\ All/some tests should pass
A\ At least x core members need to approve

A\ Comments should be taken care of

Heckier
e ﬁ Cl integrations / pytest [ubuntu-20.04, 3.7, oldest) (pull_request) Succezzfulin Tm Rs_quirE:I. Details
—
~ () «l integrations / pytest (ubuntu-20.04, 3.10, latest) (pull_request) Successful in 1m

" O €l integrations / pytest (mac0S-11, 3.7, oldest) (pull_request) Successfulin 4m

+ ) € integrations / pytest (macOS-1, 310, latest) (pull_request} Successful in 2m

V I eW m O re M w ﬁ Il integraticns / pytest (windows-2022, 3.7, oldest) (pull_request) Successful in Tm

B8 Merging is blocked

Enable auto-merge (squash] - Automatically merge when all requirements are met Learn mare

C Made with GRMIMA )
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Cl step 3: Automate tedious tasks with bots

justusschock and others added 5 commits 7 days ago

& Update test _auc.py Verified X b7deiea
@ [pre-commit.ci] auto fixes from pre-commit.com hooks - X 87adb85
L Update test _auc.py Verified A Boeddhi
@ [pre-commit.ci] auto fixes from pre-commit.com hooks | = X B8a%4bas
L Update test auc.py Verified | X 8527ef

: @ 4 Wl tests/classification/test _muc.py

i+

test_auc(x, v, sxpected, unsquesrs X, unsquesze y): of tast_auc(x, vy, expected, unsqueszs_x, unsquesze_y):

f unsqueeze_y: f unsqueeze_y
unsqeezel-1) ¥ y.unsgeeze(-1)
t auc{tensor{x), tensor{y), recrder=True) expected ert suc(tensor(x), tensor{y}), reordersTrue) expected
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Cl step 3: Automate tedious tasks with bots

@8 Dependabot can help auto checking new releases of dependencies in your project

bulld{d.eps): up_dale kornia requirement from <0.7.1,>=06.7 to >=06.7, N oR] cerpiirene g fost ek (0D
<0.7.2 in frequirements
o in casa you want to pf"E;EI"UE,I'EnfDF‘CE restrictions on the latest

compatible version, add “strict™ as an in-line comment

it e e o ol s v L] scikit-image »>=8.19.8, ¢=8.21.@
—— = °  kornia 3=8.6.7, <B.7.1
@ i

pyterch-msssim ==1.8.8

o i
sewar >=8.4.4, <=B.4.6
Dlepenciatet wil repoivs vy oty mith this PR 3¢ lng 38 o con e it pounesd, Tow gan sie Srgger 2 rbase numpy <1.25.8
My TSGR P [Lrpe b ¥ = %
-
» Depanaabot oo naradt 3rud CpEOn
—@ ) . 0
thy P master - tor b / dependabotyml (-
Wy D0 LuToe v Wy
Hona el
e ; a men m X
i depenciaton Shoafiebilcld Bonda jestumchock s whanckd P rrstons a-' Borda o =
) oot O ——
iasa Code Blame (1) nes (37 loc B
i depenciabon Righbring- Aivone-matrics
-a. ¥ Poets Lightning: Al fcoe- metrice B, et ol
.&'D!'\dm
T ——
am 4 version: 2
& o s updates:
8 Lok comvmntion = =
" # Enable version updates for p
'a, Borda
npeediaten woase i ; Hy
8 in root
N 3
o - sak
1 schedule:
o il interval: “weekly"

[
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Summary of continues integration

Use version control

Write (unit-)test for your code

Automate build + test

pytest
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The agents are here

Agents can help you solve issues, review code and solve bugs...

SkafteNicki/dtu_mlops @ GitHub K4

[bug] CLI exercise [bug] CLI exercise classifier dataset mismatch - Issue #480 - S...

classifier dataset _ ,
In exercise of Command line arguments at

mismatch

s2_organisation_and_version_control/cli/, part 3 mentions: ... trains a...

£ 0 comments

@ iarata opened on January 6,2026
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A few corrections to last weeks template

SkafteNicki/mlops_template y @ GItHUb [_—'7|

Code helpers + NS Code helpers + updated workflows for uv by SkafteNicki - Pull ...
updated workflows for

uv This pull request introduces support for an optional &amp;quot;coding

agent&amp;quot; feature in the project template, adds a specialized...

L) 0 comments @ 0 reviews 23 files +518-65MEENE

i SkafteNicki « January 12,2026 -O- 14 commits

e Smaller updates to agents
e Specific works for pip and uv workflows

e (Correction of Docker uv files

( Made with GRMIMA )



https://github.com/SkafteNicki/mlops_template/pull/93
https://gamma.app/?utm_source=made-with-gamma

Meme of the day

Gabriele Petronella
f @gabro27

So this just happened:

- a bot found a vulnerability in a dependency
- abot sent a PR to fix it
- the Cl verified the PR

- a bot merged it
- a bot celebrated the merge with a GIF
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